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1 INTRODUCTION

The state of the art in multidimensional combustor modeling as evidenced

by the level of sophistication employed in terms of modeling and numerical ac-

curacy considerations, is also dictated by the available computer memory and

turnaround times afforded by present-day computers. With the aim of advanc-

ing the current multi-dimensional computational tools used in the design of

advanced technology combustors, a solution procedure is developed that com-

bines the novelty of the coupled CFD/spray/scalar Monte Carlo PDF (Prob-

ability Density Function) computations on unstructured grids with the ability

to run on parallel architectures. In this approach, the mean gas-phase velocity

and turbulence fields are determined from a standard turbulence model, the

joint composition of species and enthalpy from the solution of a modeled PDF

transport equation, and a Lagrangian-based dilute spray model is used for the
liquid-phase representation.

The gas-turbine combustor flows are often characterized by a complex
interaction between various physical processes associated with the interaction

between the liquid and gas phases, droplet vaporization, turbulent mixing,

heat release associated with chemical kinetics, radiative heat transfer associ-

ated with highly absorbing and radiating species, among others [1]. The rate

controlling processes often interact with each other at various disparate time



and length scales. In particular, turbulence plays an important role in de-

termining the rates of mass and heat transfer, chemical reactions, and liquid

phase evaporation in many practical combustion devices.
Most of the turbulence closure models for reactive flows have difficulty

in treating nonlinear reaction rates [2-3]. The use of assumed shape PDF

methods was found to provide reasonable predictions of pattern factors and

NOx emissions at the combustor exit [4]. However, their extension to multi-

scalar chemistry becomes quite intractable. The solution procedure based on

the modeled joint composition PDF transport equation has an advantage in

that it treats the nonlinear reaction rates without any approximation. This

approach holds the promise of modeling various important combustion phe-

nomena relevant to practical combustion devices such as flame extinction and

blow-off limits, and unburnt hydrocarbons (UHC), CO, and NOx predictions

[4]
With the aim of demonstrating the viability of the PDF approach to

the modeling of practical combustion flows, we have undertaken the task of

extending this technique to the modeling of sprays, unstructured grids, and

parallel computing as a part of the NCC (National Combustion Code) devel-

opment program [5-7]. NCC is being developed in the form of a collaborative

effort between NASA LeRC, aircraft engine manufacturers, and several other

government agencies [8].

The use of parallel computing offers enormous computational power and

memory as it can make use of hundreds of processors in concert to solve a

complex problem. The trend towards parallel computing is driven by two

major developments: the widespread use of distributed computing and the

recent advancements in MPPs (Massively Parallel Processor). The solver is

designed to be massively parallel and automatically scales with the number

of available processors. Also, the ability to perform the computations on un-

structured meshes allows representation of complex geometries with relative

ease. The grid generation time associated with gridding up practical combus-

tor geometries, which tend to be very complex in shape and configuration,

could be reduced considerably by making use of existing automated unstruc-

tured grid generators. The solver accommodates the use of an unstructured

mesh with mixed elements: triangular and/or quadrilateral for 2D (two di-

mensional) geometries and tetrahedral for 3D. A solution procedure based

on an unstructured grid formulation with parallel computing, is becoming an

accepted practice for the numerical solution of complex multidimensional re-

acting flows (e.g., gas-turbine combustor flows) [8-10].

A complete overview of the overall solution method with a particular em-

phasis on the PDF and spray algorithms, parallelization, and several other

numerical issues related to the coupling between the CFD, spray, and PDF

solvers, is presented in this chapter. Some of the underlying differences be-

tween distributed computing and MPPs are discussed along with the under-

lying approaches to parallel programming involving Cray MPP Fortran and

message passing libraries such as PVM (Parallel Virtual Machine) and MPI



(Message Passing Interface). The parallel performance of the three PDF, spray,

and CFD modules is discussed for the case of a swirl-stabilized spray flame in

both distributed and MPP computing environments. For a detailed presenta-

tion of the results and discussion, other than those discussed on the parallel

performance, involving the application of this method to several flows involv-

ing swirl-stabilized spray flames and gaseous supersonic diffusion flames, the

interested reader is referred to the published papers [1,7,24]. The chapter is

concluded with some remarks on our ongoing research work and some sugges-

tions for future research.

2 GOVERNING EQUATIONS FOR THE GAS PHASE

Here, we summarize the conservation equations for the gas phase in Eu-

lerian coordinates derived for the multicontinua approach [11]. This is done

for the purpose of identifying the interphase source terms arising from the

exchanges of mass, momentum, and energy with the liquid phase.

The conservation of the mass leads to:

[Zv_],,+ [Zv_i],., = _m_o= _ ,_k,_k
k

For the conservation of the species, we have:

(1)

[_V_yj].t + [_Vcuiyi],,,- [pV_Dyi,,,].,,- _V_tbj = s,,,t, = _ eJ nk mk (2)
k

where

_tbj = O and _-_ ¢j = 1
J J

For the momentum conservation, we have:

[_y_u,],,+ [ZV_u,us],.,+ [py_],.,- [eV_r,s],.,-[(1 - e)y_r,,j],., = .m,.. =

4_r

,,km, F_,T pk (a)
k k

where 0 = the void fraction of the gas which is ratio of the equivalent volume

of gas to a given volume of a gas and liquid mixture. For dilute sprays, the

void fraction is assumed to be equal to one. The shear stress rij in Eq. (3) is

given by:
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For the energy conservation, we have:

[fiV_h],, + [_V_uih],_,- [0V_AT,_,],_,- [(1 -0)V_AtT,_,],_,

(4)
k

3 SCALAR JOINT PDF EQUATION

The transport equation for the density-weighted joint PDF of the compo-

sitions,/_, is:

[z_],, + [zai_],_, + [zwa(£)_],_o=

{Transient} {Mean convection} {Chemical reactions}

1j,_ __-[_ < u_'l _ > _1,_,-[_ < _ ,,_,I_ > _],_o

{Turbulent convection} {Molecular mizing }

1
-[_ < -sa I_ > _],_o

P

{Liquid - phase contribution}

(5)

= chemical source term for the a-th composition variable,

< u_' [ _ > = conditional average of Favre velocity fluctuations,

< !j._ [ _b > = conditional average of scalar dissipation, and
p s,,_i __

< !pso [ _b > = conditional average of spray source terms.

The terms on the left hand side of the above equation could be evaluated

without any approximation but the terms on the right hand side of the equation

require modeling. The first term on the right represents transport in physical

space due to turbulent convection [3]. Since the joint PDF, /5, contains no

information on velocity, the conditional expectation of < u_' [ _ > needs to be

modeled. It i8 modeled based on a gradient-diffusion model with information

supplied on the turbulent flow field from the flow solver [3].

- < u_'[__> _ = ri_,:, (6)

The fact that the turbulent convection is modeled as a gradient-diffusion makes

the turbulent model no better than the k - e model. The uncertainties as-

sociated the use of a standard k - e turbulence model to swirling flows are

well known [12]. Some of the modeling uncertainties associated with the use
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of the standard k - e model would be addressed in our future studies with the

implementation of a non-linear k - e developed for the modeling of swirling

flows [12].

The second term on the right hand side represents transport in the scalar

space due to molecular mixing. A mathematical description of the mixing

process is rather complicated and the interested reader is referred to Ref. [3].

Molecular mixing is accounted for by making use of the relaxation to the

ensemble mean submodel [2].

< p ,_, I¢_>= -c,_(¢o- _) (7)

where _ = elk, and C¢ is a constant. For a conserved scalar in a homogeneous

turbulence, this model preserves the PDF shape during its decay but there is

no relaxation to a Gaussian distribution [3]. However, the results of Ref.

[4] indicate that the choice between the different widely-used mixing models

is not critical in the distributed reaction regime of premixed combustion as

long as the turbulent mixing frequencies are above 1000 Hz. Most of the

practical combustors seem to operate in-flame mixing frequencies of 1000 Hz

and above. The application of this mixing model seemed to provide some

satisfactory results when applied to flows representative of those encountered

in the gas-turbine combustion [4].

The third term on the right hand side represents the contribution from

the the spray source terms. The conditional average is modeled based on the

average values of species and enthalpy:

1 1
< -so I¢ >= -- _ _kmk(_o,- ¢o) (8)

p - pAV

where ¢_ = ya, a = 1, 2, ..., s = or - 1

1 1
< -s.. I ¢ >= _ _ nkmk(--lk,.1] + hk. -- ¢,_) (9)

p - pAV

where ¢_ = h and is defined by:

where

a-1

h - _yih, (10)
i=1

hi = h_i + CpiyidT,
el

P_
Cp_ = -_i(Axi + A2iT + A3_T 2 + A4iT z + AsiT4),

h_i is the heat of formation of ith species, P_ is the universal gas constant, e_s

is a mass fraction of the evaporating species at the droplet surface, and lk,_11
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is the effectivelatent heat of vaporizationasmodified by the heat lossto the
droplet interior:

lk,_H - Ik + 4_r '_'r_ (OTk_ (11)
mk \0r/,

Here we assumed that the spray source terms could be evaluated indepen-

dent of the fluctuations in the gas phase compositions of species and enthalpy.

Eqs. (8)-(10) represent the modeled representation for the conditional averages

of the spray contribution to the PDF transport equation.

4 LIQUID PHASE EQUATIONS

The spray model is based on the multicontinua approach, which allows for

resolution on a scale greater than the average spacing between two neighboring

droplets [11]. A Lagrangian scheme is used for the liquid phase equations as it
eliminates errors associated with numerical diffusion. The vaporization model

of a polydisperse spray takes into account the transient effects associated with

the droplet internal heating and the forced convection effects associated with

droplet internal circulation and the phenomena associated with boundary lay-

ers and wakes formed in the intermediate droplet Reynolds number range [13].

The present formulation is based on a deterministic particle tracking method

and on a dilute spray approximation which is applicable for flows where the

droplet loading is low. Not considered in the present formulation are the effects

associated with the droplet breakup, the droplet/shock interaction, the multi-

component nature of liquid spray and the phenomena associated with dense

spray effects and super-critical conditions. The spray method provided some

favorable results when applied to both unsteady and steady state calculations

[1,13-15].

For the particle position of the kth drop group, we have:

dxik (12)-- Uik
dt

For the droplet velocity:

dui._.__}.k_ 3 CD#9,Rek [uig - uik] (13)
dt - 16 pkr_

where

1_e k "-- 2 rkp'----_9[(Uq -- U k). (Uq -- U k)]1/2 (14)

/tgs

CD = ne----_ 1 + (15)

For droplet size, the droplet regression rate is determined from three dif-

ferent correlations depending upon the droplet-Reynolds-number range. When



Rek > 20, the regression rate is determined based on a gas-phase boundary-

layer analysis [16] valid for Reynolds numbers in the intermediate range. The

other two correlations valid when Rek < 20 are taken from Clift et al [17].

dsk r2 11/2
- 2_/-R_/ S(Bk) iSR_k> 20

dt Pk LTT J

dSk

dsk

dt

dt

_ #.__tl[1 + (1 + Rek) 1/3] Re°°rrln(1 + Bk)
Pk

i f l < Rek <_ 20

/_l [l+(l+Rek) 1/3] ln(l + Bk) if Rek <1
pk

(16)

where Bk is the Spalding transfer number defined in Eq. (22). The function

f(Bk) is obtained from the solution of Emmon's problem. The range of validity

of this function was extended in Raju and Sirignano [13] to consider the effects

of droplet condensation.

The internal droplet temperature is determined based on a vortex model

[16]. The governing equation for the internal droplet temperature is given by:

[ O:T 1
--at = 17--Cptpir_ [ _ + (1 + C(t)_) --_j

(17)

where

where a represents the coordinate normal to the streamsurface of a Hill's

Vortex in the circulating fluid and C(t) represents a nondimensional form of

the droplet regression rate. The initial and boundary conditions for Eq. (17)

are given by

t = t_.j,aio_, Tk = Tk,o

Ct "-"O_
O_

where c_ = 0 refers to the vortex center and _ =

surface.

The Spalding transfer number is given by

(19)

(20)

(21)

I refers to the droplet

Bk

C,(T_- Tk,) (y_,- yj)
Ik,.SS (1 - Yl,)

(22)

M= (xs-_ -1)
Y)',I = 1 + _-_f

(23)



whereMG is the molecular weight of the gas excluding fuel vapor.

Based on the assumption that phase equilibrium exists at the droplet

surface, the Clausius-Clapeyron relationship yields

[1 i1x:, = Te ,p fib T,,,

In Eq.

using Sutherland's equation

(24)

(14) the molecular viscosity is evaluated at a reference temperature

.(Troj) = 1.463710-8 T J7
Try1 + 120

(25)

where

1 2

T_oj = _T_ + _Tk, (26)

The droplets may evaporate, move along the wall surfaces, and/or reflect

with reduced momentum upon droplet impingement with the combustor walls.

In our present computations, subsequent to the droplet impingement with the

walls, the droplets are assumed to flow along the wall surfaces with a velocity

equal to that of the surrounding gas.

5 DETAILS OF DROPLET FUEL INJECTION

The success of any spray model depends a great deal on the specification

of the appropriate injector exit conditions. However, a discussion involving the

physics of liquid atomization is beyond the scope of this subject matter. In

our present computations, the liquid fuel injection is simulated by introducing

a discretized parcel of liquid mass in the form of spherical droplets at the

beginning of every fuel-injection time step.

For certain cases, the fuel-injection time step, Atit, needs to be determined

based on the resolution permitted by the length and time scales associated

with several governing parameters such as average grid spacing and average

droplet spacing and velocity. However, our experience showed that for the case

of a steady state solution, a time step based on the average droplet lifetime

yields better convergence [13-15]. Its value typically ranges between 1 to 2

milli-seconds for the case of reacting flows.

The spray computations facilitate fuel injection through the use of a sin-

gle fuel injector comprising of different holes [14-15]. However, multiple fuel

injection in a steady state calculation could be simulated by simply assign-

ing different initial conditions for the spatial locations of the droplet groups

associated with each one of the different holes. For a polydisperse spray, the

spray computations expect inputs for the number of droplet groups in a given

stream and for the initial droplet locations and velocities. However, the num-

ber of droplets in a given group and their sizes could be either input directly

or computed from a properly chosen function for the droplet size distribution.



The specifiedinitial inputs shouldbe representativeof the integratedaverages
of the experimentalconditions [1,7,14-15].

One correlation typical of thoseusedfor the droplet sizedistribution is
taken from Ref. [18]:

)0.4

where n is the total number of droplets and dn is the number of droplets in

the size range between d and d+ dd. The Sauter mean diameter, d32, could be

either specified or estimated from the following correlation [19]:

o 27ro't _,

where Bd is a constant, VT is the average relative velocity between the liquid

interface and the ambient gas, and _ is a function of the Taylor number,

(p,,,hl (z,_,_v_.).
A typical droplet size distribution obtained from the above correlation in

terms of the cumulative percentage of droplet number and mass as a function

of the droplet diameter is shown in Fig. 1 [1].

,,I/

,,I/ \ ,' 1'_"[1 \ .' 1_,_

'II :\
'If ./ \ J''_
'li ..-'" "--i ""

r_

Droplet cllamQter. Microns

Figure 1 Droplet-size distribution.

6 CFD SOLUTION ALGORITHM

The gas phase mass and momentum conservation equations together with

the standard k - e turbulence equations with wall functions are solved by

making of a modified version of the Pratt and Whitney's CORSAIR - an

unstructured CFD solver. It is a finite volume solver with an explicit fourth-

stage Runge-Kutta scheme. Further details of the code can be found in Refs.

{9-10l.
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7 PDF SOLUTION ALGORITHM

In order to facilitate the integration of the Monte Carlo PDF method in a

finite-volume context, the volume integrals of convection and diffusion in Eq.

(5) were first recast into surface integrals by means of a Gauss's theorem [20].

Partial integration of the PDF transport equation would yield:

cvA t c., A t

/3v(C_.,t + At)= (I -f_)_,(C__,t) + _ _--_,_(¢_.,t)

1j L
- At[w_(¢__)ih],¢o - At[< P .,, I¢_ > ;5],¢o - At[< ls=p I¢_ > i5],_° (29)

with subscript n refers to the nth-face of the computational cell. The coefficient

c_ represents the transport by convection and diffusion through the nth face of

the computational cell, p. The convection/diffusion coefficients in the above

equation are determined by one of the following two expressions:

2a_n.a__

_. = r_(/xv_+ ay, ) + max[0,-_a..u.l

2a n.a n

c. = m.x[10.5_a..-_.l,r_(/x_ ¥_Y_) ] - 0.5_a.._.

and

n

In both the above expressions for c_, a cell-centered finite-volume derivative

is used to describe the viscous fluxes; but an upwind differencing scheme is

used for the convective fluxes in the first expression and a hybrid differencing

scheme in the second.

7.1 Numerical Method Based on Approximate Factorization

The transport equation is solved by making use of an approximate fac-

torization scheme [3]. Eq. (29) can be recast as

_(¢_,t + At)=

(I + AtR)((I + atS)(I + atM)(I + atT)pv(C_,t)+ O(At_) (30)

where I represents the unity operator and T, M, S, and R denote the operators

associated with spatial transport, molecular mixing, spray, and chemical reac-

tions, respectively. The operator is further split into a sequence of intermediate

steps:

F,(C_,t)= (x+ :,tT):,(C_,t) (31)

i0



= (I + AtM)g(C_,t) (32)

= (z + (33)

/_p(_, t + At)= (1 + AtR)p_(C__,t) (34)

The operator splitting method provides the solution for the transport of/5 by

making use of a Monte Carlo technique. In the Monte Carlo simulation the

density weighted PDF at each grid cell is represented by an ensemble of Arm

stochastic elements where the ensemble-averaged PDF over N,_ delta functions

replaces the average based on a continuous PDF [3].

1 Nm

15pro(C) =< i5p(¢) >= _ _ 6(¢- ¢") (35)
n----1

The discrete PDF 15p,_(_b) is defined in terms of N,,, sample values of ¢",

n = 1,2, 3...Nm. The statistical error in this approximation is proportional to

NT.'/2.

Using the operator splitting method, the solution for the PDF transport

equation is obtained sequentially according to the intermediate steps given by

Eqs. (31)-(34).

7.2 Convection/Diffusion Step

The first step associated with convection/diffusion is given by:

_(¢_,t) = (I + AtT)pp(C__,t) =

%At c.At

(1 fi--_)iSp(C_.,t) + _ fi-_/_,,(C_,t) (36)

This step is simulated by replacing a number of particles ( = the nearest integer
of ___4_ _iAv J at Cp(t) by randomly selected particles at ¢,,(t).

7.3 Numerical Issues Associated With Fixed Versus Variable

Time Step

It is obvious from the above equation that a necessary criterion for stabil-

ity requires satisfaction of _ < 1. When the computations are performed
_zaV

with a fixed time step, this criterion tends to be too restrictive for most ap-

plications: (1) Depending on the flow configuration, the allowable maximum

time increment At is likely to be limited by a region of the flow field where

convective fluxes dominate (such as close to injection holes). But in the main
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stream,the flow is usually characterizedby much lowervelocities. (2) Resolu-
tion considerationsrequirea higherconcentrationof the grid in certain regions

of the flowfield than the others. For example, more grid lines are clustered in

regions where boundary layers are formed. In such regions the allowable max-

imum time increment might be limited in a direction dominated by the largest

of the diffusive fluxes as determined by F,/Ax. This problem gets magnified

if the cells also happen to be highly skewed.

Such restrictions on the allowable maximum time step could lead to a

frozen condition when the Monte Carlo simulation is performed with a limited

number of stochastic particles per cell. For clarity, let us consider the following

criterion

#AV
Nm > (37)

c_At

which has to be satisfied at all grid nodes. It is estimated that about 103

stochastic particles per cell are needed in order to avoid the so-called frozen

condition for performing a typical 3-D gas-turbine combustor calculation. The

frozen condition is referred to a state in which no transfer of stochastic parti-

cles takes place between the neighboring cells when N,_ falls below a minimum

required. Scheurlen et al [20] were the first ones to recognize the limitations

associated with the use of a fixed time step in the Monte Carlo PDF compu-

tations.

However, our experience has shown that this problem can be overcome by

introducing the concept of local time-stepping which is a convergence improve-

ment technique widely used in many of the steady-state CFD computations.

In this approach, the solution is advanced at a variable time step for different

grid nodes. In our present computations, it is determined based on

pAV

At = min(CqAt], C,(c. + smz¢) )
(3S)

where Cq and C: are calibrated constants and were assigned the values of

4 and 2.5, respectively, At I is the local time step obtained from the flow

(CORSAIR) module, and s,,,c = _, nkmk. The time step is chosen such that

it permits transfer of enough particles across the boundaries of the neighboring

cells while ensuring that the time step used in the PDF computations does not

deviate very much from the time step used in the flow solver.

7.4 Molecular Mixing Step

The second step associated with molecular mixing is given by

d¢o
d--/-= - $o) (39)
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The solution for this equation is updatedby:

Cy = ¢; + (¢;

where C¢ was assigned a value of 1.

7.5 Spray Step

The third step associated with the spray contribution is given by

(40)

d¢_ 1

d--T - fAY _nkrnk(_ - ¢o)

where ¢_ = ya,a = 1,2,...,s = a- 1

(41)

d¢_ 1

d"--t" - fAY _-_nkmk(--Ik,,fl + hk, - ¢,_) (42)

where ¢_ = h.

The solution for the above equations is upgraded by a simple explicit

scheme:

At _ nkmk At _ nkmk
¢_* = e= fAY + ¢_(1 flAY " (43)

where a _< a- 1

¢,_ _ At fiAVEnkrak (--lk.,.t! + hk,) + ¢7(1 - At fiAVEnkmk) (44)

where o_ --- o'.

After a new value for enthalpy is updated, the temperature is determined

iteratively from the solution of Eq. (10).

7.6 Reaction Step

Finally, the fourth step associated with chemical reactions is given by:

where ¢_ = Y1"

where ¢_ = Yo.

d¢o -(-9)
"dt - ut--_-'at-_--_1) (-_o ) e (45)

dp¢_ _ 0 (47)
dt

where ¢_ = h.

The numerical solution for Eqs. (45)-(47) is integrated by an implicit

Euler scheme [21]. The resulting non-linear algebraic equations are solved by

the method of quasi-linearization [22].
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7.7 Details of combustion chemistry

In this section, we present an example of how combustion chemistry is

handled for the case of n-heptane when it is modeled by a single step global

mechanism of Westbrook and Dryer [23]. The corresponding rate constants

in Eqs. (45)-(46) are given by A -- 0.286 10 +'°, a = 0.25, b = 1.25,

and E, = 0.151 10 +°s. This global combustion model is reported to provide

adequate representation of temperature histories in flows not dominated by

long ignition delay times. For example, the overall reaction representing the

oxidation of the n-heptane fuel is given by

CTH, s + 11(O2 Jr3.76N2) --,

7C02 + 8H20 + 41.36N2 (48)

Because of the constant Schmidt number assumption made in the PDF

formulation, based on atomic balance of the constituent species, the mass

fractions of N2, C02, and H20 can be shown to be related to the mass fractions

of 02 and C7H,6 by the following expressions:

y.,o = K2 - glg2y02 - K2yc, H,,

yc02 = K2Ka - K1K2IQy02 - K2K3yc, H,6 (49)

YN_ = 1 -- K2 - K2IQ - y02(1 - K1K2 - KIK2K3)-

ye,,,6 (1- K2 - K2K3)

where KI = 4.29, K2 = 0.08943, and/(3 = 2.138.

Using Eq. (49) results in considerable savings in computational time as

it reduces the number of variables in the PDF equation from five (four species

and one energy) to three (two species and one energy).

7.8 Revolving Time-Weighted Averaging

It is noteworthy that although local time stepping seems to overcome

some of the problems associated with the PDF computations, the application

of the Monte Carlo method requires the use of a large number of particles

because the statistical error associated with the Monte Carlo Method is pro-

portional to the inverse square root of Arm which makes the use of the Monte

Carlo method computationally very time consuming. However, a revolving

averaging procedure used in our previous work [24] seems to alleviate the need

for using a large number of stochastic particles, Arm, in any one given time

step. In this averaging scheme, the solution provided to the CFD solver is

based on an average of all the particles present over the last N,, time steps

instead of an average solely based on the number of particles present in any

one single time step. This approach seemed to provide smooth Monte Carlo

solutions to the CFD solver and, thereby, improving the convergence of the

coupled CFD and Monte Carlo computations. The reason for improvement
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Figure 2 A vector illustration used in the particle search analysis.

could be attributed to an effective increase in the number of stochastic parti-

cles used in the computations from iV,, to N,_Nm. Here, it is assumed that

the solution contained within different iterations of the avera_ng procedure

to be statistically independent of each other.

8 SPRAY SOLUTION ALGORITHM

In order to evaluate the initial conditions that are needed in the inte-

gration of the liquid phase equations, we first need to know the gas phase

properties at each particle location. But in order to evaluate the gas phase

properties, it is first necessary to identify the computational cell where a par-

ticle is located. It is a trivial task to search for the computational cell of the

particle location in rectangular coordinates. However, a search for the particle

location becomes a complicated problem when the computational cell is no

longer rectangular in the physical domain. An efficient particle search algo-

rithm is developed and implemented into the Lagrangian spray solver in order

to facilitate particle movement in an unstructured gid of mixed elements. The

search is initiated in the form of a local search from the computational cell

of the previous time-step as the starting point. The location of the computa-

tional cell is determined by evaluating the dot product of z_pc. a_,, = [zpcl [a,,[

cos (¢), where z_pc is the vector defined by the particle location to the center

of the n-face of the computational cell and _a,, is the outward area normal of

the n-face as shown in Fig. 2, and ¢ is the angle between the two vectors.

A simple test for the particle location requires that the dot product be

negative over each and every one of the n-faces of the computational cell. If

the test fails, the particle search is carried on over to the adjacent cells of
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Figure 3 The flow structure of the spray code.



those faces over which the dot product turns out to be positive. Someof
those n-facesmight representthe boundariesof the computational domain
while the others are the interfacesbetweentwo adjoining interior cells. The
searchis first carried on over to the adjacent interior cells in the direction
pointedout by the positive'signof the dot products. The boundary conditions
are implementedonly after making sure that all the possibilities lead to a
searchoutsideof the computationalboundaries.This implementationensures
againstany inadvertentapplicationof the boundary conditionsbeforelocating
the correct interior cell.

After the gasphasepropertiesat the particle locationareknown, the ordi-
nary differential equationsof particle position, size,and velocity areadvanced
by making useof a second-orderaccurate Runge-Kutta method. The partial
differential equationsgoverningthe droplet internal temperaturedistribution
are integrated by an Euler method. Finally, after the liquid phaseequations
aresolved,the liquid phasesourcecontributions to to the gasphaseequations
are evaluated.

8.1 The Flow Structure of the Spray Code & Time-Averaging of

the Interphase Source Terms of the Gas Phase Equations

The spray solver makes use of three different time steps - At,,,l is the

allowable time step, Atgl is the global time step, and Atil is the fuel injection

time step. At,,,t needs to be evaluated based on the smallest of the different

time scales, which are associated with various rate controlling phenomena of

a rapidly vaporizing droplet, such as those imposed by an average droplet

lifetime, the local grid spacing and a relaxation time scale associated with

droplet velocity among others. This restriction usually leads to a small time-

step which typically has values in the neighborhood of 0.01 milli-seconds (ms).

However, our experience has shown that the convergence for the steady state

computations could be improved greatly by supplying the flow and PDF solvers

with the interphase terms obtained from a time-averaging procedure, where

the averaging is performed over an average lifetime of the droplets, Atgt. The

variable, Atgt , has values in the neighborhood of 1 ms.

The averaging scheme could be explained better through the use of a flow

chart shown in Fig. 3. The main spray solver is invoked by a call to the

controlling routine which executes the following steps:

1. It first initializes the source terms to zero.

2. Checks to see if new particles need to be introduced.

3. Advances liquid phase equations over a pre-specified time step,

Atml, with calls to the following routines:

- Does a particle search and assigns particles based on the parallel

strategy implemented.
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- Interpolatesgasphasepropertiesat the particle location.
- Advancesliquid phaseequationsand,also,deletesanyparticles

that areno longerneededin the computations.

4. Evaluatesthe liquid phasesourceterm contributions, Smt, for use

in the gas phase equations.

5. Continues with steps (2) and (3) until the computations are com-

pleted over a global time step of At W.

6. Returns control over to other solvers, e.g. flow or PDF, and supply

them with source terms, SW, averaged over Atgt.

The time-averaged contribution of these source terms, Sgt, is given by:

= M S, t (.50)
_=1 Atgt

where

M

___ Atmt= At W
m=l

(51)

9 COUPLING BETWEEN THE THREE SOLVERS

For the PDF solver, the mean gas-phase velocity, turbulence diffusivity

and frequency are provided as inputs from the CFD solver and the modeled

spray source terms from the liquid-phase solver. And, in turn, the Monte-Carlo

solver supplies the temperature and species fields to the other two solvers. The

CFD code also receives the liquid-phase source terms as inputs from the spray

solver. For the spray solver, the needed gas-phase velocity and scalar fields are

supplied by the other two solvers. The liquid-phase, PDF, and CFD solvers

are advanced sequentially in an iterative manner until a converged solution is

obtained. It should also be noted that both the PDF and spray solvers are

called once at every specified number of CFD iterations. All three PDF, CFD,

SPRAY codes were coupled and parallelized in such a way in order to achieve

maximum efficiency.

10 PARALLELIZATION

The trend towards the use of the parallel computing from that of se-

rial vector machines is driven by several factors: the increased capabilities of

RISC (Reduced Instruction Set Computing) processors, the limited increases

in scalar/vector technology, the increased capabilities of network communi-

cation, the increased memory size with the availability of easily affordable

DRAM (Dynamic Random Access Memory) chip storage capacity, and the
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scalability of both memorysizeand problemrequirementswith the the num-
berof processors.This leadto two major developmentsin parallel computing:
the widespreaduseof distributed computingand MPPs.

The useof distributed computing is becomingwidespreadwith the pro-
liferation of workstation clusterswhich are tied into a network, and the avail-
ability of computer softwaresuchas PVM and MPI. For example,PVM was
developedat ORNL (Oak RidgeNational Laboratory). Both PVM and MPI
providea set of different Fortran and C++ library routines, which are avail-
able in the public domain and allow a network of heterogeneouscomputers
to be used as a single large parallel computer. They provide the needed
user-levelmessage-passinginterfacefor communicatingbetweendifferentPEs.
Their main features include automatic data conversion,barrier synchroniza-
tion, buffer managementfunctions, task control functions, and data transmit-
tal and receipt functions. Thus, large computational problemscanbe solved
by using the aggregatepowerof many computers.

On the other hand, MPPs make useof hundredsof homogeneouspro-
cessorsin concert to solvea problem. For example,Cray T3D is a massively
parallel computer with an aggregateof 64 PEs (ProcessorElements). Each
PE consistsof a DEC Alpha chip 21064with 8 Mwords of memory. The 64
PE Cray T3D deliversan aggregatepeak performanceof 19.2Gfiopson 64-
bit data and supports a total of 512Mwords of memory. The Cray T3D has
32nodesconfiguredin a three-dimensional(3-D) torus network topologywith
eachnodehavingtwo PEs. The topologypermits fast interconnectnetworkfor
communicationand data movement.The unique featuresof MPPs alsoper-
mit the support of specialprogramminglanguagessuchasCray MPP Fortran,
which resemblesin manywaysto Fortran 90. Cray MPP Fortran providessev-
eral easierto implementprogrammingtoolssuchassharedmemoryfunctions,
doshareddirectives,amongseveralothers. It isdesignedto support andexploit
certain platform dependenthardware-specificintrinsics. Therefore,programs
written in suchprogramminglanguagesprovide significantperformancegains
over thosewritten in Fortran 77 with PVM on platforms suchasCray T3D.

10.1 Gas phase domain decomposition methods

There are several ways to partition a grid. The most commonly used do-

main decomposition is referred to as 1-D partitioning, where the total domain

is simply divided equally amongst the available PEs. Fig. 4 illustrates a sim-

ple example of the domain decomposition strategy adopted for the gas-phase

computations. In this case, we assumed the number of available PEs to be

equal to four. Any communication overhead associated with 1-D partitioning

is limited to data transfer across the interfaces of the connecting subdomains.
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Figure 4 An illustration of the parallelizationstrategyemployedin the gas
flow computations.

10.2 Some of the programming differences between PVM & MPI

versus Gray MPP Fortran

Here we highlight some of the basic differences and approaches to pro-

gramming using PVM and Gray MPP Fortran. The concept of data sharing

is to allow global variables, dummy arguments to be distributed across all

PEs so that each PE can manipulate its share of data independently of other

PEs. The challenge of programming is to keep data processing local to each

PE and to keep PE to PE communication to a minimum while maintaining

scalability. In distributed computing all data is private; no PE knows of any

other PE's memory. But the need for communication between PEs couldn't be

completely eliminated as for example during the numerical integration step,

each PE need to know in general some information about what is contained

in one or more layers of adjacent grid nodes located on the other side of the

divided interface. This process is usually accomplished by preparing what
are known as receive and send tables. Send tables contain information about

what grid data need to be sent to the other PEs while receive tables contain

information about what data need to be expected from the other PEs. Dur-

ing the information exchange process, the information contained in the send

table is processed first by transmitting the required data to the other PEs

before receiving the needed information from the other PEs. After receiving

the data, it is stored in appropriate arrays. So for parallel implementation,

a data preparation stage is clearlyneeded in terms of fetching, storing, and

providing information on where to look for the stored data that was received.
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PVM library alsoprovidesappropriatefunctionsfor usein the global informa-
tion exchangeand summationpurposes.Suchinformation might beneededin
manyplacessuchasglobal masspreservationcheck,residualsevaluation,and
propagating information on somereferencevariables. While PVM provides
the neededuser-levelmessage-passinginterface,it is up to the user to resolve
severalissuesarising from the domaindecompositionstrategy adopted.

However,in CrayMPP Fortran, the needfor usingexplicit communication
calls is significantly minimized as it supports the useof sharedmemory. In
shared memory, all PEs have accessto the shareddata without any need
for invoking explicit communicationcalls regardlessof where the memory is
actually located. The useof shareddata reducesthe programmingeffort by
a considerabledegreeas it eliminates the needfor certain data preparation
and information exchangestagesassociatedwith the useof private data. For
a grid of meshsizeI x J, the shareddata could bedistributed such that each
PE ownsone block of contiguouselements,(I/N$PES) x 3, whereN$PES is
the total numberof availablePEs for a given application. In Fig. 4, N$PES
= 4, I = 8, and J = 3. Similarly, arraysof different dimensionscontaining
the ith dimension could be all blockedusing 1-D partitioning. Instructions
in a sharedloop are divided up amongprocessors,soeachPE has subsetof
the entire instruction space.It shouldbekept in mind that only thosearrays
and variablesthat areneededto be accessedby other PEs, shouldbe defined
as the shareddata while all othersshould be declaredas private in order to
achieveeffectiveutilization of the availablecomputerresources.

Eventhough Cray MPP Fortran providesa meansfor efficientimplemen-
tation, its application is mainly limited to certain Cray computer platforms.
Programmingwith PVM and MPI is gaining moreground asit offersa wider
platform independencewhich is an important factor to considerin light of the
fast paceat which work station clusterenvironmentis changing.

10.3 Some basic guidelines to parallel implementation

There are several issues associated with the parailelization of the PDF

and spray computations. The goal of the parallel implementation is to ex-

tract maximum parallelism so as to minimize the execution time for a given

application on a specified number of processors [25]. Several types of overhead

costs are associated with parallel implementation which include data depen-

dency, communication, load imbalance, arithmetic, and memory overheads.

Arithmetic overhead is referred to the extra arithmetic operations required by

the parallel implementation and memory overhead refers to the extra memory

needed. Excessive memory overhead reduces the size of a problem that can run

on a given system and the other overheads result in performance degradation

[25]. Any given application usually consists of several different phases that

must be performed in certain sequential order. The degree of parallelism and

data dependencies associated with each of the subtasks can vary widely [25].

The goal is to achieve maximum efficiency with a reasonable programming

effort.

21



10.4 Parallel implementation of the PDF solver

Both the spray and kinetics steps of the PDF method lend themselves

perfectly to parallel computing as no particle interaction of any kind occurs

during their integration. During the mixing step the interaction between the

particles is limited to only those particles present in a given cell. This step

also lends itself to parallel computing without any associated overhead.

During the spatial transport step of the PDF solution method, particles

are moved across the neighboring cells based on the computed values of the

convection and turbulent-diffusion coefficients as determined from the numer-

ical scheme used. The communication overhead in this step is limited to data

transfer across the interfaces of the neighboring subdomains without any data

dependency.

The combined overheads associated with parallel implementation is min-

imal since the time spent in the subroutines that deal with random number

generation, convection and turbulent-diffusion, and boundary conditions, is

only a small fraction of the total time that it takes for the entire PDF so-

lution method. Therefore, a very high degree of parallelism could easily be

achieved if enough care is exercised in distributing the spatial grid points uni-

formly amongst all the available PEs. Thus, the Monte Carlo simulation is

ideally suited for parallel computing and the run time could be considerably

minimized by performing the computations on a massively parallel computer.

10.5 Parallel implementation of the spray solver

In an approach, where an Eulerian scheme is employed for the gas phase

computations and a Lagrangian scheme for the liquid phase computations, the

spray computations are difficult to parallelize as the spray distribution tends

to be both spatially non-uniform and temporally dynamic in nature for the

reasons cited below:

• Most of the spray is usually confined to a small region near the atomizer

location.

The Lagrangian particles tend to move in and out of different parts of

the computational domain processed by different PEs.

Some new particles might be added to the computation at the time of

fuel injection while some others might be taken out of computation. A

particle is removed when it exits out of the computational boundaries or

when it becomes small enough to the point where it is considered to be

no longer needed in the computation.

Two different domain decomposition strategies were developed in order

to explore their effectiveness on the parallel performance of the spray compu-

tations:
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1. Strategy I: The Lagrangian particles are assigned uniformly

amongst the available processors but the particle search and the

computations involving the gas phase property evaluation at the

particle location as well as the spray source terms, which are used

in the CFD and PDF equations, were evaluated on the processor of

the computational grid where the particle is located. This strategy

leads to uniform load balancing during the integration of the liquid

phase equations but may result in excessive message passing during

the other operations.

This strategy yielded reasonable parallel performance when the

computations were performed on a massively parallel computer

like Cray T3D [1]. But its performance turned out to be rather

poor when the computations were performed on the NASA LeRC

LACE cluster [7]. The poor performance was identified to have

resulted from the poor inter-processor communication capabilities

of the workstation cluster. For that reason a second strategy was

explored in order to improve the parallel performance of the spray

code.

2. Strategy II: The Lagrangian particles are assigned to the processor

of the computational grid where the particle is located. This strat-

egy may lead to non-uniform load balancing during the integration

of the liquid phase equations but is likely to result in less message

passing since the inter-processor communications are limited to a

single operation associated with the particle search.

10.6 Results and Discussion on the parallel performance

The applicability of the PDF approach for several test cases was docu-

mented in Refs. [1, 7, 24]. In a separate study, Chen et al [10] documented

the performance of the CFD solver for several benchmark test cases. In this

section, we only summarize the results of the parallel performance of the CFD,

PDF, and spray solvers for two test cases.

The first case refers to the Cray MPP Fortran calculation of an open swirl-

stabilized spray flame which was performed on a structured grid of 60x60x3

(=10,800) nodes with a total of 2.7 million particles (=250 particles/cell) re-

quiring about 27 Mwords of computer memory for the major shared array

allocation [1]. The computations were performed on the Cray T3D at NASA

LeRC with the number of processors ranging between 8 to 32.
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Table 1. Cpu time (sec) per cycle versus number of PEs on Cray

T3D.

Solver Characteristic

PDF solver 1 step/cycle

CFD solver 4 iterations/cycle

Spray solver 50 steps/cycle

(Strategy I)

Number of processors

8 16 32

12.37 6.26 3.19

6.16 3.33 1.88

1.31 1.15 1.07

Table 1 summarizes the cpu times per cycle taken by the PDF, SPRAY,

and CFD solvers. The cpu time for the PDF solver scales linearly with the

number of processors, thereby, indicating the realization of a very high degree

of parallelization. Even better scaling would be obtained if the i-th dimension

of the grid is changed from 60 to 64, a power of 2. What is noteworthy is that

the cpu times for the CFD solver also tend to scale linearly with the number

of PEs used. The speed-up in the spray computations is considerably smaller

than the other two solvers. Much of the slow-down in the spray computations

is caused by the use of Cray MPP Fortran cdir$ critical function, which was

used to prevent any racing conditions from occurring during the summation of

source-term contributions from different particles located in a given cell. By

rewriting this part of the code the spray computations could be speeded up

by a factor of 5 to 10.

The computations take about 2 hrs. of cpu time on 32 PEs to reach a

converged solution. Based on our previous 2-D computations, it is expected for

the cpu times on a CRAY T3D/32-PEs to be comparable with the performance

of a CRAY Y-mP/1-PE.

The second case refers to the Fortran 77 with PVM calculation of a con-

fined swirl-stabilized spray flame. The axisymmetric computations were per-

formed on an unstructured grid of 3600 nodes and a total of 0.36 million Monte

Carlo particles (=100 particles/cell). The computations were performed on

NASA LeRC LACE cluster with the number of processors ranging between 2

to 16.

Table 2. Cpu time (sec) per cycle versus number of PEs on LACE

Cluster.

Solver Characteristic

PDF solver 1 step/cycle

CFD solver 5 steps/cycle

Spray solver 100 steps/cycle

(Strategy I)

Spray solver 100 steps/cycle

(Strategy II)

Number of processors

2 4 8 16

2.08 1.16 0.67 0.42

4.25 2.2 1.6 1.4

1.33 2.67 5,37 12.56

0.60 0.58 1.1 2.50

Table 2 summarizes the cpu times per cycle taken by the PDF, SPRAY,

and CFD solvers versus the number of processors. The PDF solver shows good
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parallel performancewith an increasein the numberof processors.The CFD
solveralsoshowsreasonableparallel performancebut the gainsseemto taper
off more progressivelywith the increasein the numberof PEs from 4 to 8.
For the spray computations, the strategy II seemsto result in a considerable
improvement in parallel performanceover the strategy I. Initially, with the
strategy II, there is a slight performancegain with the increasein PEs from
2 to 4. However,there is a progressivedeterioration in the performancewhen
the numberof PEs further increasedfrom 4 to 16.

These results clearly demonstratethe needfor a fast interconnect net-
work for communicationand data movementand the needfor keepingthe
inter-processorcommunicationsto a minimum, especiallywhenthe computa-
tionsareperformedovera workstation clusterenvironment. It is evident from
the results that the maximum achievableparallel efficiencyfor the combined
PDF/spray/CFD computationswouldbemostly constrainedby the sprayper-
formance,especiallywhen a Lagrangianrepresentationis usedfor the spray
and an Eulerian for the gasphase.

11 CONCLUDING REMARKS

A solution procedurehas been outlined for the computation of turbu-
lent spray flameson unstructured grids with parallel computing. The nu-
mericalmethod outlines severaltechniquesdesignedto overcomesomeof the
high computer time and storage limitations associatedwith the combined
PDF/spray/CFD computationsof practical combustor flows. The viability
of the present method for its application to the modeling of practical com-
bustion devices is also evident becauseof the easewith which grids could
be generatedfor complex combustorgeometriesby making useof the com-
mercially availableinteractive grid generationsoftwarelike CFD-GEOM [26],
which havethe ability to generateinterior grids from the data taken directly
from the PATRAN-neutral filesgeneratedby severalCAD/CAM packages.

There are several important aspectsof spray combustionresearchthat
needto beaddressedin order to providebetter prediction toolsneededin the
designof advancedcombustors. We concludethis chapter by making a few
commentson our ongoingwork and the plannedresearchfor the nearfuture.

We are planning to extend our spray calculationsto multi-component
spraysunder super-critical conditions. Since most of the aviation fuels are
mostly multi-component, accuraterepresentationof vaporization modelsbe-
comesimportant in the prediction of someimportant combustionphenomena
suchascombustioninstabilities, flame ignition, etc. [13]. Under super-critical
conditions, flow field evolution is governedby both compressibilityeffectsas
well as variable inertial effects. Increasein pressureintroducesboth thermo-
dynamic non-idealitiesand transport anamolies.Nearthe critical point, fluid
propertiesexhibit liquid-like densities,gas-likediffusivities, and strongly pres-
suredependentsolubilities. Surfacetensionand heatof vaporizationapproach
zeroandisothermalcompressibilityandconstantpressurespecificheatincrease
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significantly. Thesephenomenahavea significant impact on the vaporization
andoveralldynamicsassociatedwith agivensystem.It is important to include
the high pressureeffectsas most of the advancedtechnologycombustorsare
plannedto operateunderelevated(nearor abovecritical) pressureconditions.

There areseveraladvantagesto a Lagrangianrepresentationfor sprays:

• It is efficienton serialcomputers,

• It is the most widely usedin dilute spraymodeling,and

• Its solution is free of numericaldiffusion.

As it is evidentfrom ourearlierdiscussionthat it is very difficult to parallelize
the overall calculation procedure,especiallywhen it is usedin conjunction
with an Eulerian formulation for the gasphaseand a Lagrangianformulation
for the spray. The overallparallel performanceof the combinedsolutioncould
be vastly improvedby developinga spray codebasedon an Eulerian formu-
lation. The Eulerian approachoffers severaladvantagesover a Lagrangian
formulation:

• It results in a highly efficient parallel algorithm for the combined
PDF/spray/CFD solution,

• It is moreconvenientfor including someof the densesprayeffects,and

• It offersfaster convergenceto steadystate solutions.

Not even the recent advancesin parallel computing can provide the
tremendouscpu time neededfor a multi-speciescomputation of a practical
combustion flow. Therefore, it is important to developreducedchemistry
mechanismsthat could be of interest in severalimportant combustionphe-
nomenasuch as emissions(NOX and CO), unburnt hydrocarbons (UHC),
flame ignition and extinction limits. Oneapproachthat is developedasa part
of the NCC effort is basedon the ILDM (Intrinsic Low DimensionalMani-
folds) method [10]. If the ILDM approachprovedto be useful,significantcpu
time savingscould be realizedby integrating the ILDM tableswith the Monte
Carlo PDF method.
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13 NOMENCLATURE

A

a

an

Bk
b

Cn

D

d

h

k

lk

Ik,ey.r

Mi
mk

mko

N.,
N
nk

P

P,
P

Re

rk

rko

Sk

Stoic

Stole

8mira

8rnls

8a

T

t

ui

_ik

v,

pre-exponent of an Arrhenius reaction rate term

non-unity exponent of an Arrhenius reaction rate term

outward area normal vector of the nth surface, m 2

Spalding transfer number

non-unity exponent of an Arrhenius reaction rate term

drag coefficient

specific heat, J/(kg K)

a constant in Eq. (39)

convection/diffusion coefficient of the nth face, kg/s

turbulent diffusion coefficient, m2/s

drop diameter, m

activation energy of an Arrhenius reaction rate term

specific enthalpy, J/kg

diffusive mass flux vector, kg/ms

turbulence kinetic energy, m2/.s 2

latent heat of evaporation, J/kg

effective latent heat of evaporation, J/kg (defined in Eq. (11))

molecular weight of ith species, kg/kg-mole

droplet vaporization rate, kg/s

initial mass flow rate associated with kth droplet group

number of time steps employed in the PDF time-averaging scheme

number of surfaces contained in a given computational cell

total number of Monte Carlo particles per grid cell

total number of computational cells

number of droplets in kth group

pressure, N/m 2

Prandtl number

joint scalar PDF

gas constant, J/(kg K)

Reynolds number

droplet radius , m

initial drop radial location, m

droplet radius squared, r_, m 2

liquid source contribution of the gas-phase continuity equation

liquid source contribution of the gas-phase energy equation

liquid source contribution of the gas-phase momentum equations

liquid source contribution of the gas-phase species equations

liquid source contribution of the a variable

temperature, K

time, s

ith velocity component, m/s

ith velocity component of kth drop group, m/s

volume of the computational cell, m 3
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Wot

wj

_j

xi

Yj

x

X
At

At/

Atgl

Atit

At_t

AV

6

ej

_a$

F_

A

P
o"

T

0

chemical reaction rate, 1/s

gas phase chemical reaction rate, 1/s

gas phase chemical reaction rate, 1/s

Cartesian coordinate in the ith direction, m

mass fraction of jth species

spatial vector

mole fraction

local time step used in the PDF computations, s

local time step in the flow solver, s

global time step in the spray solver, s

fuel injection time step, s

aalowable time step in the spray solver, s

computational cell volume, m 3

Dirac-delta function

rate of turbulence dissipation, rn2/s 3

species mass fraction at the droplet surface

species mass fraction at the droplet surface

turbulent diffusion coefficient, kg/ms

thermal conductivity, J/(ms K)

dynamic viscosity, kg/ms

turbulence frequency, 1/s

represents a set of scalars of the joint PDF

independent composition space

density, kg/m 3

dimensionality of C__-space
stress tensor term

void fraction

Subscripts

f represents conditions associated with fuel

g global or gas-phase

i index for the coordinate or species components

j index for the species component

k droplet group or liquid phase

l liquid phase

m conditions associated with N,_

n nth-face of the computational cell

o initial conditions or oxidizer

p conditions associated with the properties of a grid cell

s represents conditions at the droplet

surface or adjacent computational cell

t conditions associated with time

index for the scalar component of the joint PDF equation

, partial differentiation with respect

to the variable followed by it
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Superscripts

- Favreaveraging
- time averagingor averagebasedon the Monte Carlo

particles presentin a givencell
tt fluctuations
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